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Abstract. Optimal operation of chemical processes is vital for energy,
resource, and cost savings in chemical engineering. The problem of opti-
mal operation can be tackled with reinforcement learning, but traditional
reinforcement learning methods face challenges due to hard constraints
related to quality and safety that must be strictly satisfied, and the large
amount of required training data. Chemical processes often cannot pro-
vide sufficient experimental data, and while detailed dynamic models can
be an alternative, their complexity makes it computationally intractable
to generate the needed data. Optimal control methods, such as model
predictive control, also struggle with the complexity of the underlying
dynamic models. Consequently, many chemical processes rely on man-
ually defined operation recipes combined with simple linear controllers,
leading to suboptimal performance and limited flexibility.
In this work, we propose a novel approach that leverages expert knowl-
edge embedded in operation recipes. By using reinforcement learning
to optimize the parameters of these recipes and their underlying linear
controllers, we achieve an optimized operation recipe. This method re-
quires significantly less data, handles constraints more effectively, and is
more interpretable than traditional reinforcement learning methods due
to the structured nature of the recipes. We demonstrate the potential of
our approach through simulation results of an industrial batch polymer-
ization reactor, showing that it can approach the performance of optimal
controllers while addressing the limitations of existing methods.

Keywords: Reinforcement Learning · Interpretable Machine Learning.

1 Introduction

The chemical industry is the largest industrial energy consumer and the third
largest industrial emitter of CO2 after the steel and cement industries, making it
necessary to achieve high efficiencies together with innovative technologies and
recycling to enable achieve net zero emissions [13]. At the same time, chemical
processes need to be very carefully operated so that strict quality, safety and
regulatory requirements are fulfilled.
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The optimal operation of chemical processes can be formulated as an opti-
mal control problem or a Markov decision process (MDP) for which reinforce-
ment learning (RL) has been recently explored [17,22]. However, traditional RL
techniques struggle with the consideration of hard constraints and need a large
amount of data. Unfortunately, in the field of chemical engineering, many hard
constraints related to quality and safety requirements need to be strictly en-
sured [2] and obtaining a large amount of experimental data for training is
typically not possible. The latter challenge can be alleviated by using detailed
dynamic models of the chemical processes instead of interacting with the real
plant itself but these models are often very complex, making it computation-
ally infeasible to generate large amounts of data. Finally, chemical processes
are typically still operated or supervised by humans, for which an interpretable
operation strategy is beneficial.

A more established approach to perform advanced operation of chemical pro-
cesses is the use of optimal control theory methods such as nonlinear model pre-
dictive control (NMPC) [19]. In this approach, a dynamic system model is used
to obtain predictions and an optimal trajectory of control inputs is calculated
by solving an optimization problem every time a new control input needs to be
computed. NMPC has been successfully applied in many domains since it can di-
rectly deal with nonlinear multivariable systems with hard constraints. However,
when the underlying dynamic models of the process are very complex, includ-
ing for example partial differential equations, multi-phase systems or startup
behavior of different unit operations, the resulting optimization problems are
often intractable. While some approaches exist to alleviate this problem, such
as tailored fast optimization solvers [25], the use of approximate MPC based
on neural networks (NN) [6,14] or the combination of RL and NMPC [27,4], it
remains challenging to solve the resulting optimization problems in real time.

As a result, even nowadays batch processes are mostly controlled in the fol-
lowing hierarchical fashion. In the upper layer, a reference trajectory of setpoints,
called the operation recipe, is provided. These recipes can either be rigorously
calculated, or derived by an expert via trial-and-error. The lower layer attempts
tracking of the recipe references during execution of a batch run. Usually, simple
linear PID controllers are used to track these references. Lots of research was
put into optimizing these operation recipes in the past. However, the approaches
either focus on bias correction of empirical models once a full batch is completed,
such as in run-to-run control [5], or model-based trajectory optimization between
or even during runs [15,7]. Although these model-based approaches lead to im-
provements, they require a detailed control oriented model. In practise, these
kinds of models are often not available, inexact, or extremely difficult, if not
impossible to use in model-based optimization. Further, model-free optimization
approaches such as RL can also be applied to find optimized recipes. Different
approaches, ranging from application of standard RL techniques for batch recipe
optimization, to newly custom-made RL methods are reviewed in [26]. Still, the
authors of [26] identify that data efficiency and constraint handling remain an
issue for RL. Due to the practical inapplicability of these approaches, batch
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processes are mostly controlled according to manually tuned operation recipes,
which are the result of a combination of the experience of experts and heuris-
tics [3,20]. The deployed reference trajectories are often constrained to ramps
or constant holding signals, both applied until a certain condition is met. The
recipe parameters such as the slope of the ramps or the constant value are usu-
ally only tuned by experts and not by rigorous optimization. Further, also the
tracking PID controllers must be tuned according to the recipe parameters. All
this clearly leads to a significant suboptimal performance of batch processes.

In this work, we propose a new method to incorporate the expert knowledge
embedded in operation recipes and combine it with the capabilities of RL when
used with detailed dynamic models of complex chemical processes. We use a
RL agent to optimally tune the parameters of the operation recipes as well as
the parameters of the underlying linear controllers. The goal is to significantly
increase the performance of operation recipes, approaching the optimal control
solution which typically cannot be computed in real time. Since the amount of
deployed actions, which take the form of recipe and PID parameters, to run a
full batch is small compared to traditional direct RL techniques, we argue that
it is significantly easier to train and also easier to obtain a policy that satisfies
hard constrains. In addition, the resulting strategy is easily interpretable, as it
retains the structure of operation recipes and linear controllers that is typical in
chemical engineering. We showcase the potential of the approach with simulation
results of an industrial semi-batch polymerization reactor. This example can
serve as a benchmark from chemical engineering for other methodologies, as it
is a challenging system with strongly nonlinear dynamics, multiple inputs and
several hard constraints for which traditional RL techniques struggle to find a
suitable policy.

2 Background

2.1 Reinforcement Learning

RL aims at solving MDPs [24]. An MDP is composed of an agent and an envi-
ronment. At each time instance, the environment is in state s ∈ S ⊆ Rns and
receives an action a ∈ A ⊆ Rna that is calculated according to the agent’s pol-
icy π. The sets S and A denote the sets of possible states and actions. The policy
can either be stochastic a ∼ π(·|s), so a mapping from a state to a probability
distribution over the action space, or deterministic a = π(s), so a direct mapping
from a state to a specific action. For ease of notation, we will focus on deter-
ministic policies for the rest of this work. However, all presented concepts also
work with stochastic policies. When action a is applied to the environment, the
environment transitions from the current state s to the subsequent state s+ ∈ S
according to its underlying transition probability p(s+|s,a), leading to:

s+ ∼ p(·|s,a). (1)

Often times, the transition from ⟨s,a⟩ to s+ can also be expressed as a dynamic
system model f : S × A ×W→ S in which the uncertainty of (1) is accounted
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for via the random variable w ∼W leading to:

s+ = f(s,a,w). (2)

In the case of a deterministic environment, the random variable is always zero w =
0 and the transition probability p becomes the Dirac impulse. After the envi-
ronment transitions one step, the agent receives the next state s+ and a scalar
reward r ∈ R, which measures how good the state-action-pair ⟨s,a⟩ is according
to a previously designed objective. After that, the cycle of providing an action a
given state s and observing the subsequent state s+ and reward r is repeated.
The overall goal of RL is to find the optimal policy π⋆ that maximizes the ex-
pected cumulative reward J(π) ∈ R based on the interaction of the agent with
the environment only, by collecting the transition to the subsequent states s+

and rewards r(s,a) when being in state s and taking action a. Once the optimal
policy π⋆ is found, the MDP is assumed to be solved. To calculate the expected
cumulative reward J(π), we introduce the state value function V π : S → R. The
state value function is recursively defined in (3) as the sum of the immediate
reward r(s,a) when being at state s and taking action a according to policy π,
and the expected value of the state value V π(s+) over all possible subsequent
states s+ according to the transition probability p, that is:

V π(s) = r(s,a)|a=π(s) + γEs+ [V π(s+)]. (3)

where 0 < γ ≤ 1 is a discount factor. By taking the expected value over the
initial states s0, the expected cumulative reward J(π) can be derived as

J(π) = Es0 [V
π(s)]. (4)

A policy is optimal when it maximizes the expected cumulative reward

π⋆ = argmax
π

J(π). (5)

However, the maximization problem in (5) requires to solve an infinite dimen-
sional optimization problem which is intractable in general. The most common
solution to this problem is to approximate the optimal policy πθ⋆(s) ≈ π⋆ with
a function approximator with parameters θ ∈ Rnθ . Due to its universal approx-
imation capabilities [12], often NNs are used. The maximization problem boils
down to finding the optimal parameters θ⋆

θ⋆ = argmax
θ

J(θ). (6)

RL gives a rich toolbox of algorithms to solve (6). Among others, common
approaches try to find the optimal policy by directly updating the policy param-
eters θ with the policy gradient ∇θJ(θ) ∈ Rnθ according to the gradient-ascent
optimization algorithm

θ ← θ + α∇θJ(θ). (7)



Optimizing Operation Recipes with Reinforcement Learning 5

Since the calculation of the policy gradient ∇θJ(θ) from the interaction of the
agent with the environment is not straightforward, many algorithms exist that
address this task. For deterministic policies, state-of-the-art performance can
be achieved among others with the twin delayed deep deterministic policy gra-
dient (TD3) algorithm [9] while proximal policy optimization (PPO) [21] and
soft-actor-critic (SAC) [11] are state-of-the-art for stochastic polices.

Although serious advances were made in recent years, the sample efficiency
of RL algorithms is still poor and scales badly with increasingly complex tasks,
as well as with the state and action space dimension. This is especially the case
for safe RL. An extensive overview is given in [10]. In the context of process con-
trol, the consideration of hard constraints remains a major challenge. Although
constrained RL methods exist, they are mostly accounted for via penalty terms
in the reward function (that is, as soft constraints) in practice.

2.2 Standard and Advanced Control Approaches

Linear PID Control The majority of chemical processes is operated in steady
state or at least a pseudo steady state, which is equivalent to having only slowly
changing global process dynamics. Since often the nonlinear system dynamics
can be approximated sufficiently with a linear model close around a steady state,
and also due to its easy practical implementation, most controllers in chemical
industry are proportional-integral-differential (PID) controllers [23].

We want to highlight the differences between the RL state s and RL action a,
and their physical counterparts. Therefore, we introduce the physical dynamic
system state x ∈ X ⊆ Rnx and the physical control input u ∈ U ⊆ Rnu . The
discretized dynamics of the physical system are described by the potentially
nonlinear model fp,d : X × U ×W → X that can also be stochastic, accounted
for by the random variable w

xk+1 = fp,d(xk,uk,wk) (8)

with k being the current sampling time. We want to emphasize that the RL
state and action can in fact be the physical state and control input, so s = x
and a = u, but the RL state and RL action can also augment further effects
such as states from past time steps xk−1 or past control actions uprev.

Given a desired steady state xss and uss of (8), PID controllers try to mini-
mize the error e ∈ Rnx between the state x and the desired steady state xss

e = x− xss. (9)

To achieve this, the applied control input u is calculated according to

uk = uss +KP ek +KI

∑
ek ∆t+KD ėk. (10)

The control input uk is therefore determined by adapting the steady state in-
put uss with three different correction terms. The displayed correction terms
reflect a correction due to the immediate error ek, the integrated error

∑
ek ∆t
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and the differentiated error ėk. Each correction term is multiplied by a controller
gain Ki, which must be tuned by an expert to achieve the desired performance.
Most chemical processes are controlled with PI controllers only, which is done
by setting KD = 0. The full PID parameter vector ΘPID ∈ TPID includes all
parameters that influence the controller performance, such as the setpoints xss

and the controller gains Ki.
Cascade control is a strategy that utilizes an inner and an outer control loop

to control a system with two subsystems exhibiting differently fast dynamics.
The outer, slower control loop determines the setpoint for the inner, faster con-
trol loop, which then rapidly adjusts to follow this setpoint set by the outer
loop [23]. Cascade control is frequently used in the chemical industry, such as
in controlling the reactor temperature in chemical reactors. In this scenario, the
outer loop controls the reactor temperature by providing setpoints for the jacket
temperature, which is controlled by the inner loop.

Although PID controllers are widely used in chemical industry, they have
limitations when applied to highly nonlinear systems without a steady state in
the desired operating range. The theory behind PID controllers assumes linear
dynamics, making it difficult to handle high nonlinearity. Additionally, process
constraints, like maximum or minimum reactor temperatures, can only be ad-
dressed indirectly through proper controller tuning. Online consideration of these
constraints is not possible. The performance of PID controllers heavily depends
on their tuning. Poorly tuned controllers result in unsatisfactory control perfor-
mance. Finding reasonable controller gains can be a cumbersome task.

Nonlinear Model Predictive Control NMPC is an advanced control ap-
proach that is used frequently in chemical engineering, and addresses the short-
comings of linear PID control such as rigorous constraint consideration and op-
timized performance. To account for both, NMPC solves the following optimal
control problem each sampling time [19]:

u⋆ = argmin
u

Ff(xN ) +

N−1∑
k=0

ℓ(xk,uk) (11a)

s.t. xk+1 = fp,d(xk,uk), x0 = x(tk), (11b)
g(xk,uk) ≤ 0. (11c)

Within this optimization problem, the system states xk are internally simulated
according to (11b) for a prediction horizon of N steps starting from the most
recently measured system state x(tk). On this considered prediction horizon,
process constraints g : X × U → Rng in the form of (11c) are evaluated at each
sampling instance. The performance is then optimized by finding the optimal
control input sequence u⋆ = [u⋆

0, . . . ,u
⋆
N−1]

⊤ according to the objective func-
tion (11a), which includes the stage cost ℓ(xk,uk), and the terminal cost Ff(xN ),
which compensates the truncation errors due to a finite prediction horizon. The
first element u⋆

0 of the optimal control sequence u⋆ is then applied to the system.
Note that in classical control theory, typically minimization problems are solved,
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while RL aims at maximizing the reward. Thus, the stage cost in NMPC can be
interpreted as the negative reward in RL.

Despite alleviating many problems from linear PID control and performing
optimally on constrained systems, the performance of NMPC can significantly
deteriorate with model errors. To avoid model errors, very detailed models can
be formulated, which in turn can lead to very complex optimization problems
due to highly nonlinear dynamics or a large amount of optimization variables
preventing its solution in real-time.

2.3 Heuristics and Operation Recipes

In control of chemical systems, the operation of batch processes is a major chal-
lenge, despite its omnipresence in the production of pharmaceuticals and special
chemicals. Advanced model-based optimal control approaches can often not be
applied due to the high model complexity and the potential loss of real-time
applicability. Batch operation is often done by a hierarchical approach, which is
composed of an upper recipe layer, which provides setpoints for the lower track-
ing layer with mostly simple linear PID controllers. The reference trajectories of
the recipe layer can be calculated by model-based optimization, provided that a
good model exists that can be used for optimization. Since this is rarely the case
due to high complexity, optimization cannot be performed. Hence, these recipes
are designed by experts and are therefore mostly constrained to simple patterns.

In this contribution, we will align the definition of an operation recipe, which
is tailored by expert knowledge, to the definition used in [3]. An operation recipe
is a sequential procedure that separates the whole batch cycle into smaller batch
phases z = 1, . . . , nz. As an illustrative example, one can consider a tank that
is filled until a certain level is reached in the first phase z = 1, operated at the
desired level in the second phase z = 2, and emptied in the third phase z = 3.
These phases themselves are also made up out of smaller sub-steps c = 1, . . . , nc,
which are the decisions that are applied to the system. In general, batch phase z
can only be completed if the final step cz of the phase z is reached. The procedure
in each sub-step c is determined by a qualitative decision, like setting some value
of an actuator or waiting until a certain condition is met. The values that are
assigned by these manual adaptations are part of the recipe parameters ΘR ∈
TR. The total set of the parameters for the whole batch cycle are thus the
combination of the recipe and PID parameters Θ⊤ = [Θ⊤

R ,Θ
⊤
PID] ∈ T = TR ×

TPID. The quantitative value that is set to the qualitative operation in step c can
then be read from the c-th element of the full parameter vector Θc ∈ Tc ⊆ R.
In classic operation recipes, these values are either set once or can be adapted
by an expert according to the current plant situation. Table 1 summarizes the
concept of operation recipes at the example of the considered tank above.

While this approach has the advantage that the decisions are made by an
expert and that the operation recipe is highly interpretable, this approach leads
typically to conservative results and is sensitive to PID controller tuning.
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Table 1: Example recipe for filling and emptying a tank.
Phase z Step c Type Description

1 1 set Start the feed pump to a feed rate of Θ1

1 2 condition Wait until the level reaches Θ2

2 3 set Stop the feed pump and wait for a time of Θ3

3 4 set Open the outlet valve to a percentage of Θ4

3 5 condition Wait until the level falls below Θ5

3 Proposed Approach: Recipe-based Reinforcement
Learning

In our proposed approach, we train an RL agent with a NN policy that receives
the current RL state of the system and computes the next optimal recipe and PID
parameters. Contrary to the classical implementation of expert-tuned operation
recipes and PID controllers, in which the parameters are typically fixed once and
not adapted afterwards, our approach delivers the optimal parameters depending
on the current physical system state allowing an optimized control performance.
While classical RL aims at finding the optimal control policy directly, which
should in theory result in a similar performance as NMPC, it often struggles to
find a reasonable policy when considering complex systems with hard constraints.
The same problem also occurs when the optimized trajectory is calculated in
advance and tracked as in the hierarchical batch operation setting. In addition,
the resulting policy is usually not interpretable because the computed control
action does not give any information about future decisions, and also process
constraints are not considered explicitly as in NMPC. In contrast, our approach
adapts the parameters of a fixed operation recipe structure and the parameters
of the PID controllers. This results in a highly structured policy so even in the
beginning of the RL training process, the resulting policies have an acceptable
performance, leading to improved learning behavior. Also, both the operation
recipe and the PID controllers were originally designed by experts and should
therefore be operationally safe within a certain expert-certified parameter space.
Lastly, since the parameters are part of the operation recipe, the derived policy
is easy to interpret. Figure 1 summarizes all presented control approaches (left
column) and contrasts them with our proposed approach (right column).

In the classical RL setting (see Figure 1a), the RL state scl and the RL
action acl are usually the physical state scl = x and the physical control in-
put acl = u, or at least closely related to it. The agent therefore learns the
optimal policy acl = πθ(scl) directly. The underlying environment dynamics are
governed by (8). The reward rcl typically depends on a single transition of the
physical system only. Based on this information, the optimal policy is to be
derived.

We propose a different design of the environment, specialized for learning
recipe and PID parameters. Instead of only the physical system, the environ-
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ment consists also of the operation recipe and PID structure. We define the RL
state sR ∈ X ×T ×N as the combination of the physical state x, the recipe and
PID parameters Θ and the current recipe step c

s⊤R = [x⊤,Θ⊤, c]. (12)

We will assume that the parameter vector Θ is ordered, meaning that the c-th
element in the parameter vector corresponds to the c-th recipe step. The RL
action aR reduces from the full physical control input u to the c-th parame-
ter aR = Θc that is required in the c-th recipe step. The agent therefore learns
to predict the best recipe or PID parameter with its policy aR = πθ(sR). The
dynamics of the RL state sR now have to be adapted. Since in each interaction
of the agent with the environment, the parameter vector Θ changes due to the
applied action aR = Θc, the dynamics of the parameter vector Θ are given as

Θ+ = Θ+ ic Θc (13)

RL agent

a = u = πθ(s)

System

s = xk+1 = fp,d(xk,uk)

x u

(a) Direct RL

NMPC
u⋆

0 = solve (11)

System

xk+1 = fp,d(xk,uk)

x u

(b) NMPC

PID
uPID = from (10)

Recipe with Θ = const.

uR = from Table 1

System

xk+1 = fp,d(xk,uk)

x u

(c) Recipes and PID (Θ = const.)

RL agent

a = Θc = πθ(s)

Environment
s⊤ = [x⊤,Θ⊤, c]

Recipe with ΘR

uR = from Table 1

PID with ΘPID

uPID = from (10)

System

xk+1 = fp,d(xk,uk)

x u

s a

(d) Proposed approach: Recipe and PID
parameters via RL agent

Fig. 1: Established control approaches (left) vs. proposed approach (right).
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with ic being the standard unit vector in the c-direction. Further, as the c-th
parameter is set, the step counter c must be increased

c+ = c+ 1. (14)

Since the physical system now either does not transition at all, which is the case
when not all parameters of a certain batch phase z are set (c ̸= cz), or the physical
system transitions through a whole batch phase z, which is the case when all
parameters in batch phase z are set (c = cz), the transition dynamics must
be adapted accordingly. We introduce the dynamic system f̂p,d, which models
the transition through a whole recipe step z. This is equivalent to sequentially
evaluating the dynamic system (8) with the control actions u according to recipe
phase z until the criterion to switch from phase z to z + 1 is met. The overall
transition dynamics of the physical system can be summarized as

x+ =

{
x if c ̸= cz,

f̂p,d(x,u) else.
(15)

Finally, also the reward rR must be adapted accordingly. If only the param-
eters are changed according to (13), the physical system does not change and
the reward is always zero for those transitions. However, if a full batch phase is
carried out (c = cz), the classical reward rcl can be evaluated at each time in-
stance until the end of the batch phase after nend(sR) transitions. The resulting
reward rR is then summed together and weighted with the discretization time
step ∆t. The calculation can be summarized as

rR(sR,aR) =


0 if c ̸= cz,

nend(sR)∑
i=k

rcl(xi,ui)∆t else.
(16)

4 Experiments

We investigate the proposed approach with the example of a semi-batch polymer-
ization reactor [16]. Figure 2 shows a sketch of the reactor. The reactor content
consists three components: water, monomer and product. Their masses are given
as mW, mM and mP respectively. The reactor content with a temperature TR is
in direct contact with the walls of temperature TS. The reactor contains a jacket
with a temperature TJ, and an external heat exchanger with temperature TEHE.
Both can be used for heating and cooling of the reactor content. Further, the
temperature of the water on the cooling side of the external heat exchanger
is given as TCW,EHE. The reactor can be filled via the feed stream ṁfeed that
consists of monomer and water. The jacket temperature TJ and the tempera-
ture of the external heat exchanger TEHE can be controlled by the inlet water
temperature to these devices, which are TJ,in and TCW,EHE,in. Lastly, although
being no real physical states, we also model the accumulated feed mass macc and
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the adiabatic temperature Tad as for both process constraints exist. Hence, the
resulting states x and control inputs u are

x = [mW,mM,mP, TR, TS, TJ, TEHE, TCW,EHE,macc, Tad]
⊤, (17)

u = [mfeed, TJ,in, TCW,EHE,in]
⊤. (18)

The governing equations and parameter values can be found in [16] and online1.
A classical recipe-based control approach, which is inspired from the closed-

loop trajectory of economic NMPC, is shown in Table 2. The whole batch process
can be divided into nz = 3 batch phases with 14 parameters Θ in total. In
the first two phases, the feed stream ṁfeed is ramped up until a certain value
is reached. After that, the feed stream ṁfeed is kept at a constant rate until
the whole batch cycle terminates. During all three batch phases, the reactor
temperature TR is controlled via PID controllers in a cascade control structure.
The outer slower controller tracks the reference temperature TR,ref by calculating
setpoints for the jacket temperature TJ,ref and the temperature of the external
heat exchanger TEHE,set, which are both each controlled by a much faster inner
controller. All differential gains KD of the PID controllers are set to zero.

Optimal control of the polymerization reactor usually has the goal to produce
most product in the shortest amount of time, while satisfying process constraints.
Often, also a smooth control trajectory is preferred to avoid damage to the
actuators. Since the considered polymerization reaction always results in full
conversion of the monomer to the product, the batch cycle is assumed to be
finished when 99 % of all possible reactable monomer is reacted. When setting
up an optimization problems for this batch cycle, it turns out that maximizing
1 www.do-mpc.com

Product

Monomer

FC

TCTC

TC

Heating

Cooling

Heating

Cooling

Fig. 2: Sketch of the polymerization reactor.

www.do-mpc.com
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Table 2: Parameterized operation recipe of the polymerization reactor.
Phase z Step c Type Description

1 1 set Set slope of feed stream ramp to Θ1

1 2 set Set TR,set of outer PID controller to Θ2

1 3 set Set KP of outer PID controller to Θ3

1 4 set Set KI of outer PID controller to Θ4

1 5 condition Run phase 1 until total mass reaches Θ5

2 6 set Set slope of feed stream ramp to Θ6

2 7 set Set TR,set of outer PID controller to Θ7

2 8 set Set KP of outer PID controller to Θ8

2 9 set Set KI of the outer PID controller to Θ9

2 10 set Set maximal allowed value of feed stream to Θ10

2 11 condition Run phase 2 until elapsed times is larger than Θ11

or feed stream becomes larger than Θ10

3 12 set Close feed and set TR,set of outer PID controller to Θ12

3 13 set Set KP of outer PID controller to Θ13

3 14 set Set KI of outer PID controller to Θ14

product mass and minimizing the batch time result in the same solution. Solving
time-optimal control problems is challenging in general, which is the reason
why mostly product maximization is performed in practise. However, RL can
theoretically deal with both objectives. We investigate our approach on three
different learning scenarios

1. Maximize product mass mP,
2. Minimize batch time tbatch,
3. Minimize batch time tbatch and maximize product mass mP (hybrid).

The designed reward therefore encodes the objectives above. In addition to that,
all rewards also encode that the optimal control policy shall not violate con-
straints and should be reasonable smooth. For this, constraint violations are
penalized with a high cost, and a reasonably smooth policy is penalized by tak-
ing large steps in the physical control input. As it is a special case for operation
recipes, in which PID controllers are tuned, all rewards also penalize error be-
tween the reactor temperature TR and the setpoint TR,set.

For all three scenarios, a hyperparameter gridsearch with all possible 96
combinations from Table 3 is carried out. The policy and Q-function are ap-
proximated with feedforward NNs with ReLU activation functions. All other
hyperparameters remain at the default values of the stable-baselines3 [18] im-
plementation. We observe that almost all agents converge to a good or at least
reasonable policy. Still, there is room for improvement. Figure 3 show the learn-
ing curves for the best agents trained for each scenario. The agents learn rapidly
in the beginning and start to converge after 40 · 103 iterations at the latest and
only improve marginally afterwards. Fastest convergence is achieved by the hy-
brid reward scenario, which is expected as it carries most externally provided
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Table 3: Considered hyperparameters for gridsearch.
Hyperparameter Range Hyperparameter Range

RL Algorithm SAC, TD3 Policy architecture [50, 50], [50, 25, 10]
Batch size 512, 4 096 Learning rate 3 · 10−4, 10−5

Exploration noise 0, 0.1 Buffer size 106, 105, 104
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Fig. 3: Learning curves of the RL agents for all three different scenarios.

extra information in the form of two non-conflicting objectives. Note that the
absolute value of the return does not provide information on the policy quality
as it encodes different information.

All trained agents are evaluated with respect to their common performance
metrics, which are the average batch time t̄batch and the averaged absolute and
relative number of constraint violations n̄CV and n̄CV,rel. To evaluate the aver-
age batch time t̄batch, the agents control the system from 50 initial conditions,
which were sampled from a different seed than the training was performed on.
The metrics for all initial conditions are measured and averaged. We compare
the performance of the three agents to NMPC (see Figure 1b), which uses the
exact system model and a large prediction horizon of N = 30 with a discretiza-
tion interval of 30 s. This NMPC deals as an estimate of the optimal policy and
provides a benchmark performance. Furthermore, we compare the agents to a
non-adaptive recipe with reasonable fixed parameters (see Figure 1c). This fixed
recipe deals as a baseline. Lastly, we also try to compare our method to direct
RL (see Figure 1a) to evaluate our method at a reference. Like for the recipe RL
agents, we trained the direct RL agents for all three scenarios and performed a
hyperparameter gridsearch, considering all possible combinations from Table 3.
From all 288 investigated agents, only 58 terminated all 50 batches, while the
remaining agents did not achieve 99 % conversion within five hours and were
truncated consequently. From the remaining 58 agents, only two agents violated
constraints in less than 5 % of all observed states. The agent with lowest per-
centage of constraint violations is considered the best and used as a comparison.

The results are illustrated in Table 4. As expected, the NMPC delivers the
shortest average batch time and can therefore be referenced as the benchmark.
The manually tuned baseline recipe results in an average performance. Since
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Table 4: Performance evaluation of the different approaches and scenarios.
Method t̄batch/[h] n̄CV/[−] n̄CV,rel/[%]

Baseline (Recipe and PID) 3.29 ± 0.07 0.14 ± 0.49 0.03 ± 0.12
Benchmark (NMPC) 1.37 ± 0.04 0 0
Reference (Direct RL) 3.42 ± 0.04 6.32 ± 1.97 1.54 ± 0.52

Scenario 1 (Maximize mP) 2.28 ± 0.10 0 0
Scenario 2 (Minimize tbatch) 2.25 ± 0.05 0 0

Scenario 3 (Hybrid) 2.21 ±0.06 0 0

all direct RL approaches struggled during training due to stability and overall
convergence, even the best obtained agent has a larger average batch time than
the baseline recipe. Further, more constraint violations than the baseline can be
observed. This illustrates that despite serious tuning effort, tuning of the envi-
ronment and the RL algorithm can be a cumbersome task. On the other hand,
from all three investigated recipe-based training scenarios, scenario 3 (hybrid)
shows the best control performance, which is likely as the most expert knowledge
is put in the design of the reward. This is congruent with the best learning speed
as shown in Figure 3. Still, all scenarios resulted with a final policy that outper-
forms both, the baseline recipe and direct RL, and appears to be similar in all
cases. Also, all investigated scenarios showed a good learning performance and
had no stability issues as in direct RL. We argue that this behavior originates
from to the structured recipe environment. All resulting operation recipes are
in average more than 1 h faster than the manually tuned baseline recipe. Fur-
ther, all recipe-based RL agents do not violate constraints on the investigated
batches, while the direct RL agent violates the constraints in 1.54 % of all states.
This also highlights that constraining the RL agent to the structure of operation
recipes can improve the overall safety of the RL agent.

The code with all experiments is available online2. All RL training runs are
performed with the toolbox stable-baselines3 [18] and CasADi [1]. The results
for NMPC are obtained with the toolbox do-mpc [8].

5 Conclusion

This paper proposes a novel approach for the optimal operation of chemical
processes by integrating reinforcement learning with expert knowledge encapsu-
lated in structured operation recipes. This method addresses key challenges in
chemical engineering, such as handling hard constraints related to quality and
safety, and the limited availability of experimental data for training. By opti-
mizing the recipe and controller parameters, our approach achieves near-optimal
performance with significantly less data and improved constraint handling.

2 https://github.com/DeanBrandner/Optimizing_Recipes_with_RL.git

https://github.com/DeanBrandner/Optimizing_Recipes_with_RL.git
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The simulation results of an industrial batch polymerization reactor illustrate
the effectiveness of our method. Compared to traditional reinforcement learn-
ing and model predictive control, our approach offers enhanced interpretability,
leveraging the structured knowledge of operation recipes.

Future work will focus on extending this methodology to integrate further
expert knowledge via reinforcement learning with human feedback. Additionally,
real-world implementation and validation of our approach will be performed to
confirm its practical viability and benefits in industrial settings. Also, larger case
studies will be investigated to assess the scalability of the proposed approach.
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